Intact vs. homogenized subsampling: testing impacts of pre-extraction processing of multi-species samples on invasive species detection
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Abstract

With the increasing use of metagenetics for invasive species monitoring in aquatic habitats, fully assessing sample pre-processing is essential for appropriate data interpretation. This includes the impact of subsampling before DNA extraction, a common practice for processing zooplankton and other mixed samples where the volume of the sample exceeds the maximum allowed in a commercial DNA extraction kit. Our goal for this study was to assess the impacts of these pre-processing methods on detecting invasive species through 1) examining operational taxonomic unit (OTU) richness assessments and 2) detecting low abundance OTUs in mixed samples. We used tagged amplicon high throughput sequencing (HTS) to amplify the mitochondrial cytochrome oxidase I (COI) gene from zooplankton samples collected from multiple bays. We then used a step-wise approach to assess the impacts of replication and homogenizing DNA extracts on the resulting OTU richness. We compared the results from 1) a single, intact subsample, 2) multiple, intact subsample replicates, 3) a single, homogenized subsample, or 4) multiple, homogenized subsample replicates. We expected OTU richness to be highest for multiple subsamples and for those homogenized, with subsequent impacts on rare OTU detection. Our results showed that homogenizing a sample prior to DNA extraction increased the number of OTUs recovered, particularly low abundance OTUs. Additionally, processing a greater number of extraction replicates increased the OTU richness of each sample, regardless of the extraction pre-processing conducted. However, with the increasing OTUs, more sequences per replicate were required to detect all OTUs. Thus, when detection of low abundance OTUs is a goal, particularly for early detection of invasive species, homogenizing multi-species samples is recommended due to the clear increase in rare OTUs detected.
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Introduction

High throughput sequencing (HTS), particularly metagenetics or metabarcoding, is a popular tool for assessing aquatic biodiversity (Valentini et al. 2016; Borrell et al. 2017; Ransome et al. 2017). Metagenetics, a technique that allows for community level assessments of multispecies
samples through the amplification of a single locus (Taberlet et al. 2012), is increasingly being used for invasive species detection (Xiong et al. 2016; Borrell et al. 2017). Given its high sensitivity for detecting low abundance or rare taxa (Zhan et al. 2013), this method has great appeal for early detection of aquatic invasive species (Xiong et al. 2016), an essential step to prevent establishment of nuisance taxa.

Previous studies have assessed the usefulness of metagenetics for aquatic invasive species monitoring in multi-species samples. In order to detect non-native species entering coastal waters via maritime trade, researchers have used metagenetics to determine the bacterial (Lymperopoulou and Dobbs 2017), protistan (Pagenkopp Lohan et al. 2016, 2017), and metazoan (Zaiko et al. 2015) communities in ballast water as well as the metazoan and protistan communities in the bilge water of recreational boats (Fletcher et al. 2017; Pochon et al. 2017). Multiple studies have shown this technique can also detect non-native species in recipient waters (Abad et al. 2016; Chain et al. 2016; Borrell et al. 2017). For example, Abad et al. (2016) compared the results obtained from metagenetics with those obtained from traditional microscopic analysis of zooplankton samples. They found detection of low abundance organisms was more likely with metagenetics, but was limited by the incompleteness of the sequence databases required for identification. These studies demonstrate the high sensitivity of metagenetics, particularly for detecting low abundance species (Hajibabaei et al. 2011; Zhan et al. 2013; Pochon et al. 2013; Abad et al. 2016), a requirement for identifying early introductions of non-native species.

Searches for non-native species are often conducted within unsorted environmental samples, which generally include a wide-ranging mixture of organisms (e.g., zooplankton, phytoplankton, bacteria) and sometimes contain chemical PCR inhibitors. Thus, researchers have recognized the importance of determining the impacts of different techniques used in sample processing on the subsequent data, to uncover the best ways to reduce bias and inhibition while maximizing the likelihood of detecting low abundance organisms. Zhan et al. (2013) used biological replicates from zooplankton samples to show that there was high reproducibility among common OTUs, but lower reproducibility for low abundance organisms. These results indicated that sequence depth of samples should be carefully considered and that replicates are needed to assess total diversity. Ransome et al. (2017) assessed the impact of multiple sample preservation methods and field-processing techniques on biodiversity assessments associated with metabarcoding samples from autonomous reef monitoring structures (ARMS). Their results demonstrated that these decisions are critical and can impact the diversity results generated. Some best practices for generating metagenetic libraries currently include careful selection of one or multiple primer sets depending on the research question and taxa.
targeted (Freeland 2017), generating PCR replicates to decrease the influence of primer bias and binding stochasticity (Polz and Cavanaugh 1998; Alberdi et al. 2018), and maximizing the fragment length for taxonomic assignment (Wommack et al. 2008; Morales et al. 2009). Mock communities have proven very useful for microbial studies to ground truth bioinformatic analyses (Schloss et al. 2011; Lee et al. 2012; Bjørnsgaard Aas et al. 2017). However, this technique is not as useful for metazoans, which are ecosystems themselves and contain complex bacterial and protistan communities that inflate the number of OTUs well beyond the number expected (Geisen et al. 2015; Leray and Knowlton 2017). Thus, due to the complicated nature of the samples, the sensitivity and limitations of the metagenetics protocol, and the important need to rapidly and quickly identify newly arriving non-native species, it is imperative to examine all aspects of the laboratory workflow used to generate the sequencing libraries in order to maximize the likelihood of detecting low abundance organisms.

One aspect of sample processing that has not been as thoroughly assessed is the impact of pre-processing prior to subsampling for DNA extraction. This is a problem when the volume of biomass collected in a given sample is larger than the total volume that can be processed as a single sample using a commercial DNA extraction kit. There are multiple ways that researchers could approach subsampling, each with pros and cons. While researchers could collect smaller volumes, doing so could exclude a large amount of the present biodiversity (if a lower total volume is collected) or increase sample collection and processing time while simultaneously increasing the cost to process the additional replicates. Thus, if researchers want to collect large volume samples to screen a greater volume for invasive species in a particular area, they need to extract DNA from either 1) an intact or 2) a homogenized sample. In both cases, this can be done with a single or replicate subsamples, depending on the research question and available funds.

In this study, we assessed the impact of pre-extraction processing on 1) capturing OTU richness and 2) detecting low abundance OTUs to determine the impact of this step on non-native species detection. To do this, we designed a step-wise progression to optimize a standard method for processing zooplankton samples for metagenetic analyses with the following progression: 1) a single, intact subsample, 2) multiple, intact subsample replicates, 3) a single, homogenized subsample, or 4) multiple, homogenized subsample replicates. We expected that OTU richness per sample would be lowest for a single, intact subsample and highest after multiple, homogenized subsample replicates, with subsequent impacts on detection of rare OTUs. While we conducted this test with zooplankton samples, there are many other samples that can be utilized for detection of non-native species and these results are applicable to any multi-species sample where homogenization is possible (e.g., sediment, ARMS).
Table 1. For all samples included in the intact sample dataset (top) or homogenized sample dataset (bottom), the following calculations were determined using the replicates for each sample: OTU variance, the average number of OTUs, the standard deviation of OTUs across replicates, the coefficient of variation, the average difference in number of OTUs across replicates, and the percentage of OTUs included in a single replicate. Note that 586A and B were collected from a single sampling event, but were split upon collection due to the volume of the sample. Thus, they were treated as independent samples for the purpose of this study.

<table>
<thead>
<tr>
<th>Intact Dataset</th>
<th>OTU Variance</th>
<th>Average # of OTUs</th>
<th>Standard deviation</th>
<th>Coefficient of Variation</th>
<th>Average Difference</th>
<th>% OTUs in 1 replicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>580</td>
<td>393.2</td>
<td>229.8</td>
<td>19.8</td>
<td>8.6</td>
<td>177.2</td>
<td>43.5</td>
</tr>
<tr>
<td>582</td>
<td>4,466.3</td>
<td>149.6</td>
<td>70.3</td>
<td>47.0</td>
<td>144.4</td>
<td>49.1</td>
</tr>
<tr>
<td>586A</td>
<td>240.7</td>
<td>212.8</td>
<td>15.5</td>
<td>7.3</td>
<td>194.2</td>
<td>47.7</td>
</tr>
<tr>
<td>586B</td>
<td>2,172.8</td>
<td>234.6</td>
<td>46.6</td>
<td>19.9</td>
<td>245.4</td>
<td>51.1</td>
</tr>
<tr>
<td>656</td>
<td>1,115.0</td>
<td>523.5</td>
<td>33.4</td>
<td>6.4</td>
<td>279.5</td>
<td>34.8</td>
</tr>
<tr>
<td>755</td>
<td>2,826.3</td>
<td>510.6</td>
<td>53.2</td>
<td>10.4</td>
<td>226.4</td>
<td>30.7</td>
</tr>
<tr>
<td>Homogenized Dataset</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1359</td>
<td>880.3</td>
<td>594.3</td>
<td>29.7</td>
<td>5.0</td>
<td>35.7</td>
<td>5.7</td>
</tr>
<tr>
<td>1379</td>
<td>6,181.3</td>
<td>668.3</td>
<td>78.6</td>
<td>11.8</td>
<td>98.7</td>
<td>12.9</td>
</tr>
<tr>
<td>654</td>
<td>0.5</td>
<td>322.5</td>
<td>0.7</td>
<td>0.2</td>
<td>55.5</td>
<td>14.7</td>
</tr>
<tr>
<td>759</td>
<td>1,164.0</td>
<td>317.0</td>
<td>34.1</td>
<td>10.8</td>
<td>150.0</td>
<td>32.1</td>
</tr>
<tr>
<td>805</td>
<td>2,354.3</td>
<td>414.3</td>
<td>48.5</td>
<td>11.7</td>
<td>115.7</td>
<td>21.8</td>
</tr>
<tr>
<td>770</td>
<td>5,100.5</td>
<td>257.5</td>
<td>71.4</td>
<td>27.7</td>
<td>98.5</td>
<td>27.7</td>
</tr>
</tbody>
</table>

Materials and methods

Sample collection

Zooplankton samples were collected in San Francisco, Morro, Mission, and San Diego bays in 2013 and Bodega Harbor in 2014 (all in California, USA) using a combination of pump and tow methods (Supplementary material Table S1). These are a subset of a larger dataset of zooplankton samples, so we purposefully included in this study samples from multiple bays that appeared to vary in species richness. Samples were collected within marinas using a modified trash pump (North Star S106120 model; Honda GX160 gas motor) coupled to a plankton net assembly (0.75 m diameter net; 80 μm mesh size) to collect and filter zooplankton at 1 m depth over 10 minutes, totaling 5 m³ water volume filtered per sample. Additionally, a tow sample was collected in open water adjacent to each marina using a weighted plankton net (0.50 m diameter; 80 μm mesh size) deployed to 5 m depth and pulled vertically up through the water column. All samples were preserved in ca. 200 mL 95% ethanol.

DNA extraction

Prior to extraction, each plankton sample was sieved through a clean 75 μm mesh and rinsed well with 1X TE (Tris-EDTA) buffer. All samples were initially subsampled intact as follows: total weight was recorded and a single 0.25 g (wet weight) intact subsample of each intact plankton sample was added to a PowerBead tube of a MoBio PowerSoil extraction kit. This was repeated for a total of five, independent 0.25 g (wet weight) subsample replicates of each intact plankton sample. When total sample weight did not exceed 5 × 0.25 g, a replicate was omitted (sample 656 only). This procedure resulted in a total of 29 intact (unhomogenized) DNA replicates in the intact dataset (Table 1). Additionally, we generated a single intact replicate
(as described above) for each of the samples in the homogenized dataset (n = 6; described below). Remaining material was stored in the original bottle with the 95% ethanol retained after sieving the sample.

Samples that were bulk homogenized were processed by taking ethanol preserved plankton (from which a 0.25 g intact subsample had been previously removed) and filtering the remaining plankton again through 75 μm mesh and rinsing well with 1X TE (Tris-EDTA) buffer (Table 1). Samples were individually re-weighed, transferred to a clean, autoclaved mortar and homogenized by pulverizing with a pestle. An additional 2–3 subsample replicates of each homogenized sample (~ 0.25 g each) were transferred to a PowerBead tube of a MoBio PowerSoil extraction kit. This resulted in a total of 16 homogenized replicates in the homogenized dataset (Table 1). For both intact and homogenized subsamples, the extraction continued by following the manufacturer’s protocol, except that samples were eluted into 80 μL of elution buffer. A 20 μL aliquot of each DNA sample was transferred to a 96 well plate for downstream applications. Different samples were used to generate the two datasets, as there was not enough material to test both methods on the same set of samples (Table 1).

**Library preparation**

Genomic DNA was quantified using the Invitrogen Quant-iT PicoGreen dsDNA Assay, according to the manufacturer’s protocol. Genomic DNA was standardized to 0.5 and 2.5 ng/μL for samples used in the intact and homogenized datasets (Table 1), respectively. The COI gene was amplified, in triplicate, using primers mlCOIintF forward (5'-GGWACWGGWTTGAACWGTWTAYCCYCC-3'; Leray et al. 2013) and jgHCO2198 reverse (5'-ACYTCGGRTGICCRAARAAYCA-3'; Geller et al. 2013) with partial Nextera barcode indices added to the 5’ ends (Illumina support 2013). For the PCR reaction, (0.5 intact or 2.5 ng homogenized) genomic DNA was amplified with final concentration of 1X Kapa Robust Hot Start Ready Mix, 0.2 mg/mL BSA, 2 mM MgCl₂, and 0.4 μM of each primer in a 25 μL reaction. Thermocycling conditions consisted of an initial 3 min at 95 °C, followed by 27 cycles of 1 min at 95 °C, 45 s at 47 °C, and 1 min at 72 °C with a final 72 °C hold for 5 min. Amplicons were viewed on a 2% agarose gel stained with ethidium bromide under UV light. Triplicates were pooled and purified with 1.4X the sample volume of Agencourt Ampure beads, according to the manufacturer’s protocol, PicoGreen quantified, and concentrations were standardized.

To attach the remaining portion of the Nextera barcodes, 1 μL of pooled, purified amplicons were PCR amplified using a final concentration of 1X Kapa Robust Hot Start Ready Mix, 0.2 mg/mL BSA, 0.2 μM each forward and reverse barcode, and 2 mM MgCl₂ in a final volume of 25 μL. Thermocycling conditions consisted of an initial 3 min at 95 °C, followed
by 8 cycles of 30 s at 95 °C, 30 s at 55 °C, and 30 s at 72 °C with a final 72 °C hold for 5 min. PCR products were viewed on a 2% agarose gel stained with ethidium bromide under UV light. Amplicons were purified with 1.4X the sample volume of Agencourt Ampure beads, according to the manufacturer’s protocol. Purified samples were quantified using the PicoGreen Assay, according to the manufacturer’s protocol. Barcoded amplicons were pooled evenly according to their concentration in ng/μL. The purified barcode PCR product was pooled into a sterile 1.5 mL microcentrifuge tube and purified with 1.4X the pooled library volume of Agencourt Ampure beads, according to the manufacturer’s protocol, and eluted in TE buffer. One microliter of the pooled library was loaded on a High Sensitivity DNA chip (Agilent Technologies) and quantified with the Agilent 2100 Bioanalyzer System to determine the final concentration before Illumina sequencing. The library was denatured with 0.2 N sodium hydroxide, combined with 20% PhiX (also denatured with 0.2 N sodium hydroxide), diluted to a concentration of 8 pM, then run on an Illumina MiSeq using a 600 cycle v3 cartridge, according to the manufacturer’s recommended protocols. The sequence data is available from the NCBI Short Read Archive (SRA) BioProject PRJNA501910.

Bioinformatics

Using USEARCH v9.2 (Edgar 2010), paired end reads were merged (-fastq_mergepairs) using a minimum final length of 356 bp, a maximum final length of 374 bp, and allowing ≤ 12 differences in the merged alignment. These parameters were chosen to allow for potential variation in the size of the COI fragment, in the case of the maximum and minimum final lengths, and to follow the software recommendations for read pairs with long, overlapping merge areas (> 100 bp). To filter low quality reads from the dataset, we used a strict maximum expected error rate of 0.5 (-fastq_filter). Primers were trimmed from the ends of all reads (-fastx_truncate). Sequences were then dereplicated (-fastq_uniques) and sorted by abundance (-sortbysize). Singletons were removed at this step to increase the speed of clustering. Clustering was conducted in two steps. First, sequences were clustered at the default 97% similarity using UPARSE (Edgar 2013; -cluster_otus), which also includes chimera detection and removal. Sequences were then sorted by length (-sortbylength) and clustered a second time at 95% similarity (-cluster_smallmem) to more accurately approximate metazoan species richness with genetic similarity across the COI gene region.

The representative set of sequences generated from the 95% clustering was imported into Geneious v10.2.3 (http://www.geneious.com, Kearse et al. 2012). Alignments were generated using ClustalW (Thompson et al. 1997) with the IUB cost matrix, a gap open cost of 50, and a gap extend cost of 6.66. These alignments were reviewed by eye to determine which
sequences were unlikely to be from COI, based on the size and number of indels present. Sequences that did not appear to be COI were then queried using BLAST within Geneious against the nr database at NCBI. Sequences not identified as COI were removed from the representative set. The remaining sequences were used to generate OTU tables in USEARCH (-usearch_global) with reads mapping to the filtered representative set at 95% similarity, including singletons. Two separate OTU tables were generated, one containing all samples used for comparisons of the intact-plankton subsampling (intact dataset) and one containing all samples that were homogenized (homogenized dataset; Table 1).

Using Quantitative Insights Into Microbial Ecology (QIIME; Caporaso et al. 2010), rarefaction curves were generated for both datasets (-alpha_rarefaction) to determine an appropriate rarefaction cut-off to optimize both the number of samples and sequences per sample included in the analyses. The intact-sample dataset was rarefied to 75,000 sequences and the homogenized sample dataset was rarefied to 85,000 sequences. With these rarefied datasets, the mean, standard deviations, and variance of OTUs across replicates were calculated in Microsoft Excel. OTU accumulation curves were generated using the vegan package (Oksanen et al. 2016) in the statistical program R (R Core Team 2015). We also assessed the distribution of high abundance (those with > 10,000 reads) and low abundance (those with < 100 reads) OTUs across the datasets. Venn diagrams to compare across replicates were generated using mothur (Schloss et al. 2009). We examined the number of shared OTUs across 50, 75, and 100% of samples (-compute_core_microbiome.py) in both datasets as well as those OTUs in high and low abundance.

Results

Intact sample dataset

For the intact sample dataset, we generated 78,193–208,647 reads per subsample replicate per sample. After rarefaction, there were 89–581 OTUs per replicate per sample. The variance and standard deviation of OTUs generated across replicates for the same sample were high (Table 1), with the average differences in OTU number between replicates per sample being 144.4–279.5 OTUs (Table 1). Thus, only 30.7–51.1% of all recovered OTUs were unique and only captured in a single subsample replicate using intact subsampling.

The OTU accumulation curves showed that adding subsamples adds substantial additional OTU richness and that none of these curves appeared to asymptote (Figure 1), indicating that additional richness is likely undetected in these samples. When examining the percent OTU richness captured per subsample (assuming that the total number of subsamples generated was sufficient for the total richness present), we found
that a single subsample was only capable of capturing 43.5–56% of the richness (Figure 2). Adding a second replicate added ~ 20% additional OTU richness to the dataset, while additional 3–4 replicates each added ~ 10–15% more OTUs (Figure 2).

There were 63 OTUs with > 10,000 reads, which we considered high abundance, accounting for 1,892,361 reads. That is, 2.3% of the OTUs accounted for 62.5% of the sequences. The accumulation curves using only these high abundance OTUs did not show such sharp inclines and some appeared to asymptote (Figure S1), indicating that for many samples the richness of the high abundance OTUs was covered with 2–3 subsamples.

Repeating these analyses for low abundance sequences, there were 1,991 OTUs with < 100 reads, which account for 37,278 reads. That is, 73.9% of the OTUs were found within 1.2% of the sequences. Not surprisingly, the
Figure 2. The percent OTU richness that is added with each additional replicate for all samples in the intact dataset is shown with a red dashed line. The relative increase in OTU richness with each additional replicate for all samples in the intact dataset is shown with a blue solid line.

OTU accumulation curves for this subset show sharp inclines, large standard error bars, and no asymptotes (Figure S2), indicating that much of the OTU richness for these low abundance organisms remains undetected even with 4–5 replicates. When examining the percent OTU richness per subsample (assuming that the total number of subsamples generated was sufficient for the total richness present), we found that a single subsample was only capable of capturing 23.8–46.7% of the richness of low abundance taxa (Figure S3).

**Homogenized sample dataset**

For the homogenized sample dataset, we generated 85,275–515,785 reads per subsample replicate per sample. After rarefaction, there were 207–727 OTUs per replicate per sample, higher than for the intact sample dataset.
Figure 3. The number of OTUs that were shared across four samples in the homogenized sample dataset, where a single intact subsample (left circle) was compared with a single homogenized subsample (right circle). This comparison was conducted across all OTUs (top), high abundance OTUs (middle), and low abundance OTUs (bottom).

For replicates of the same sample, the variance and standard deviation of OTUs were also high for this dataset (Table 1), with the average difference in OTU number between replicates per sample being 35.7–150 OTUs (Table 1). Thus, only 5.7–32.1% of all OTUs were unique and only captured in a single replicate using homogenized subsamples.

From four samples within this dataset, we compared one unhomogenized subsample to one homogenized subsample from the same sample to see if homogenization changed overall OTU richness or detection of rare OTUs. For these four samples, the two different replicate treatments shared between 41–50% of the total OTUs generated (Figure 3); however, for every sample, > 100 more OTUs were recovered from only the homogenized replicate. Upon further examination, we found that most high abundance OTUs were detected regardless of the preprocessing used. Most of the additional OTUs present in the homogenized subsamples were low abundance OTUs (Figure 3).

The OTU accumulation curves show that adding replicates substantially increases OTU richness as none of these curves appear to asymptote (Figure 4), indicating that additional richness is likely undetected in these samples. We then examined the percent OTU richness captured per subsample (treating total recovered OTU richness as an estimate of total actual richness) and found that a single homogenized subsample was capable of detecting 69.7–83.9% of the richness (Figure 5). Adding a second replicate added 24–43% additional OTUs to the dataset, while adding a third replicate added 13–30% more OTUs (Figure 5).

Finally, we compared the distribution of core OTUs (those recovered in 50%, 75%, and 100% of replicates within samples) in the intact vs. homogenized subsample datasets. These results confirm the trends observed in other analyses, indicating that more OTUs were observed with
homogenization than without (Figure 6A, B) and that high abundance OTUs were well covered with the current sequencing effort (Figure 6C, D). This analysis also shows that when looking at all data (Figure 6A, B) or the low abundance OTUs (Figure 6E, F), there are more core OTUs present across homogenate than intact subsamples, indicating that more OTUs are shared across homogenized replicates, which could increase the likelihood of detection for any single OTU, particularly if a single replicate is processed. For the high abundance OTUs, these were readily shared across replicates in both the intact subsample and homogenized replicates, indicating that these OTUs are more likely be detected in any single replicate using either technique. This analysis also shows that homogenized subsamples had a greater number of low abundance OTUs (Figure 6E, F), though this is likely impacted by the varying richness in the
Figure 5. The percent OTU richness that is added with each additional replicate for all samples in the homogenized sample dataset is shown with a red dashed line. The relative increase in OTU richness with each additional replicate for all samples in the homogenized sample dataset is shown with a blue solid line.

initial sample (i.e., samples 656 and 755 appear to have higher richness than the other samples chosen for intact subsampling).

Discussion

Our results demonstrate that homogenizing a zooplankton sample prior to DNA extraction increased the number of OTUs recovered, particularly rare or low abundance OTUs, increased the richness captured in a single subsample, and resulted in more OTUs shared across all subsamples, thus increasing the likelihood of detecting a new invader in a single or multiple subsamples. However, the increase in OTUs comes at a cost, as more sequences per replicate are required to assess the rare OTUs within a subsample. Additionally, adding extraction replicates per sample always
increased OTU richness regardless of the dataset, with 2–3 subsample replicates per sample generally being sufficient to encompass the majority of diversity detected within a sample, though this might be lower for the homogenized compared to intact samples. Given these results, when detection of low abundance non-native species is the primary goal, homogenizing bulk community samples should be performed due to the clear increase in low abundance OTUs detected. However, we caution that to do this, researchers need to factor in the additional processing time and costs. Further, sample homogenization is a step that is vulnerable to cross-sample contamination, so extreme caution should be taken when performing this step.

The use of metagenetics combined with high throughput sequencing (HTS) technology has proven to be a promising method for non-indigenous species (NIS) detection. This method can readily detect low abundance organisms, including newly introduced non-native species and rare natives (Zhan and MacIsaac 2015). It also allows for high-throughput
processing of samples, which have and will continue to be cheaper as sequencing costs decline, negating the need for costly and time intensive morphological identification of microscopic marine organisms. Finally, this method also allows for the possibility of lower-level identification of small, morphologically non-descript marine organisms, including those that can be difficult or impossible to identify otherwise, including many species of marine larvae. While there are many benefits to metagenetics, the downsides to this methodology include: 1) lack of reproducibility for recovering low abundance organisms (Zhan et al. 2013), 2) difficulty with obtaining accurate or low-level taxonomic assignments due to sparsity of sequences in reference databases (Ransome et al. 2017), 3) trade-offs associated with marker choice (e.g., 18S, 16S, COI; Clarke et al. 2017), and 4) a lack of consensus on parameters for bioinformatic pipelines. Finally, while species introductions, which are more readily detected with metagenetics than by morphological methods, are likely high in number, many introduced species will not establish and only a few that do establish will become pests (Williamson and Fitter 1996). This means researchers who use metagenetics will have a lot of sequence data to parse through in order to find a relatively small number of potential invaders and difficulties determining which species are more likely to establish to prioritize their early eradication or prevent future introductions. Alternatively, zooplankton is relatively easy to collect and compactly store, such that extra, unprocessed samples could be saved and retrospectively analyzed by genetic methods to study early stages of successful invasions. Even with these issues, metagenetics provides better resolution and is more cost-effective than traditional, microscopy surveys for NIS taxa.

As a lack of material forced us to use different samples for the different datasets, we were prevented from conducting any direct comparisons between intact and homogenized subsamples (with the exception of the data in Figure 3), so instead focused on and compared the overall conclusions in both datasets. Our results clearly show that homogenizing zooplankton samples led to an increased detection of low abundance OTUs overall (Figure 3) and across replicates (Figure 6), indicating an increased detection of rare species. Our comparisons also demonstrated that increasing the number of subsample replicates that are extracted from a single sample increases both overall richness (Figure 4) and the likelihood of detecting low abundance OTUs (Figure S3), regardless of whether or not the samples are homogenized, though homogenized replicates contained more richness per replicate (Figures 2, 5). While some of these may be spurious OTUs that are not biologically relevant, we took extra precautions to find and remove those OTUs including strict filtering based on sequence quality, chimera detection, and making alignments with the representative sequences. What this data indicates is that when a
sample is pulverized (i.e., homogenized), this process allows for smaller fragments from a greater variety of organisms to be present in a single subsample. Clearly, a major factor in detection for this process (with or without homogenization) is the starting richness of the original sample. Thus, the richness in the homogenized subsamples after pulverization is higher because those samples include more of the organisms from the total pool of the original sample, though likely in smaller increments. This is where there is certainly a “Catch-22” in the process: in allowing for smaller components of more individuals, the overall richness of the subsample increases as does the likelihood that rare organisms would be detected (due to their inclusion in the homogenized subsample), but being able to capture the rare OTUs in the HTS pipeline requires greater sequence depth per sample. Finally, the general conclusions across the intact and homogenized datasets appear to hold regardless of the sampling method (pump vs. tow) used and previous comparisons on a larger dataset have demonstrated that there is no difference in richness across the two methods (Geller et al., unpubl. data). Thus, it appears that homogenizing complex, multi-species samples prior to extraction may increase the likelihood of detecting early introductions of NIS and native species occurring at low abundance.

Replicates

Multiple studies have assessed the impact of PCR replicates on determining the biodiversity in a multi-species sample. For example, Alberdi et al. (2018) showed that 95% more OTUs and 30% more species were detected when PCR replicates were increased from one to three. Additionally, they showed that if taxonomic richness is high and abundance is variable, then multiple replicates were more likely to capture the total diversity present. In contrast, fewer studies have generated extraction replicates, as doing so can substantially increase the processing time and costs, though it has been suggested as a way to statistically correct for intra-sample variation (Zhan and Maclsaac 2015). Xiong et al. (2016) showed that increasing technical replicates (i.e., repeated DNA extractions and PCRs from the same sample) will likely decrease false negatives. Our results support this finding, demonstrating that additional taxa (24–43%), were recovered with additional DNA extraction replicates, with this increase being even more drastic for the rare taxa (46–84%). These results indicate that multiple technical replicates could be an important step in thoroughly assessing rare taxa. However, given that individual homogenized replicates contained more overall diversity (69–84%, Figure 5), compared to intact replicates (43.5–56%, Figure 2), it is possible that researchers could use less homogenized than intact replicates to assess the same richness. Also, researchers must carefully consider the tradeoff between fully assessing the
biodiversity, including rare taxa, within a single sample through multiple DNA extractions and assessing the biodiversity in a given area through additional sample replicates (Xiong et al. 2016).

**Sequencing Depth**

Another way to increase the diversity detected in a single sample is to generate more sequences per sample, though there are clear limitations to this approach. As shown in Alberdi et al. (2018), the detected biodiversity in a sample tends to level off at high sequencing depth (25,000 reads per faecal sample for their study), which is expected due to the inevitability of eventually sequencing all the organisms present in an aliquot. Alberdi et al. (2018) also showed that increasing sequencing depth did not fully negate the impacts of PCR stochasticity and primer biases, as even at higher sequence depth they detected substantial differences in diversity across PCR replicates. In this study, we showed that homogenized subsamples had greater OTU richness compared to intact subsamples (Figure 3); however, as described above, a component of assessing this richness means increasing the sequencing depth per subsample, which increases the cost of sample processing. Thus, there appears to be a trade-off between increasing sequencing depth for a single replicate and increasing the number of either PCR or extraction replicates to more fully characterize diversity.
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The following supplementary material is available for this article:

**Figure S1.** OTU accumulation curves generated in the vegan package (Oksanen et al. 2016) in the statistical program R (R Core Team 2015) for the high abundance OTUs from all samples in the subsample dataset.

**Figure S2.** OTU accumulation curves generated in the vegan package (Oksanen et al. 2016) in the statistical program R (R Core Team 2015) for the low abundance OTUs from all samples in the subsample dataset.

**Figure S3.** The percent OTU richness that is added with each additional replicate for the low abundance OTUs from all samples in the subsample dataset is shown with a red dashed line.

**Table S1.** Collection information for all the samples used in this study.